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Keywords:

This study presents the development of an Al agent
trained using Proximal Policy Optimization (PPO) to
compete in Street Fighter II: Special Champion
Edition. The agent learned optimal combat strategies
through reinforcement learning, processing visual
input from frame-stacked grayscale observations (84
x 84 pixels) obtained through the OpenAl Gym Retro
environment. Using a convolutional neural network
architecture with carefully tuned hyperparameters,
the model was trained across 16 parallel
environments over 100 million timesteps. The agent
was tested against M. Bison, the game’s final boss
and most challenging opponent, across 1,000
consecutive matches to evaluate performance.
Results showed exceptional performance with a
96.7%-win rate and an average reward of 0.912.
Training metrics revealed a healthy learning
progression, showing steady improvement in average
reward per episode, decreased episode length
indicating more efficient victories, and stable policy
convergence. The findings also demonstrate the
effectiveness of PPO-based reinforcement learning in
mastering complex fighting game environments and
provide a foundation for future research in
competitive game-playing agents capable of human-
level performance in fast-paced interactive scenarios.

Proximal Policy Optimization, reinforcement learning,
fighting games, Street Fighter II, adaptive Al
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Introduction

The gaming industry has evolved into a dynamic and influential sector, both
culturally and economically, with diverse genres and platforms attracting a broad
spectrum of players. Among these, fighting games like Street Fighter II: Special
Champion Edition remain iconic for their fast-paced, competitive, and skill-based
mechanics. As one of Capcom’s flagship franchises, Street Fighter has played a pivotal
role in popularizing the fighting game genre and setting industry standards (Osborn et
al., 2023).

Parallel to the growth of gaming, artificial intelligence (AI) has emerged as a
transformative force. Al refers to machines programmed to perform tasks typically
requiring human cognition—such as visual recognition, decision-making, and strategic
thinking (Wang et al., 2019). In gaming, Al enhances player engagement, simulates
human-like opponents, and improves training scenarios. For example, OpenAl Five’s
success in DOTA 2 demonstrated the potential of reinforcement learning (RL)-based
agents to achieve superhuman performance in complex multiplayer settings (Berner et
al., 2019). The evolution of Al in video games has reached unprecedented levels with the
integration of deep reinforcement learning (DRL), enabling agents to learn and adapt
dynamically in complex environments. DRL has pushed the boundaries of Al gameplay
by allowing bots to develop strategies, respond to environmental feedback, and adjust
in real-time (Dong et al., 2021; Goldwaser & Thielscher, 2020).

Fighting games, however, pose unique and formidable challenges for Al compared
to turn-based strategy games like chess or Go. These games demand frame-perfect
decision-making at millisecond speeds, continuous adaptation to fast-evolving states,
and management of partial observability under adversarial pressure (Hu et al., 2023;
Yin et al.,, 2023). Unlike strategic games, where agents can deliberate over moves,
fighting games feature sparse rewards, high-dimensional visual input, and vast,
complex action spaces, making them one of the most demanding environments for Al
research (Halina & Guzdial, 2022; Hazra & Anjaria, 2022). Agents must process visual
cues, recognize attack patterns, and execute counter-strategies within tight windows of
1/60th of a second. The temporal complexity and multi-layered adversarial dynamics—
such as predicting opponent actions, managing spacing, health, and resource
allocation—require advanced DRL techniques that go beyond basic pattern recognition
(Gallotta et al., 2024; Janiesch et al., 2021).

In addition, recent work underscores the value of fighting games as a fertile
testbed for advancing real-time, adaptive, and generalizable Al systems. AI must
respond reflexively and plan strategically, adjusting to different opponents, characters,
and styles. Research in this domain helps expand understanding in areas like
autonomous systems, robotics, and human-Al interaction (Ashktorab et al., 2020;
Taherdoost, 2023).

This study focuses on developing an Al bot capable of defeating the final opponent
in Street Fighter II: Special Champion Edition using Proximal Policy Optimization (PPO),
a state-of-the-art reinforcement learning algorithm known for training stability and
efficient handling of both discrete and continuous action spaces (Li, 2023). PPO was
selected for its robustness in on-policy training and its proven effectiveness in complex
environments with sparse rewards (Andrychowicz et al., 2021; Clifton & Laber, 2020).

Inspired by successful large-scale projects like OpenAl Five and applications of
DRL in FPS and navigation tasks (Alonso et al., 2020; Almeida et al., 2024), the Al agent
in this study learned directly from raw pixel data via the Gym Retro emulator
environment. It uses vision-based perception and a reward-driven trial-and-error
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mechanism to develop expert-level behavior. In contrast to supervised learning or
behavior cloning, which rely heavily on human-labeled data, PPO enables agents to
learn optimal strategies independently. The integration of computer vision allows the
agent to perceive and interpret game states, such as how convolutional neural networks
were used to train Atari-playing agents (Joo & Kim, 2019). The Al’s performance was
evaluated based on win rate, strategic variability, and consistency against the built-in
game Al

The findings of this study aimed to contribute to the reinforcement learning field
and the development of intelligent NPCs in commercial games. More broadly, success in
fighting game Al development demonstrates capabilities relevant to real-world decision-
making systems, such as autonomous robotics and interactive digital environments.
This research may also inform the design of personalized Al opponents that mimic
human play styles, helping bridge the skill gap for amateur and casual players.

Furthermore, the study acknowledges the growing importance of explainable Al.
Understanding and interpreting neural decision-making is crucial for user trust and
transparency, especially in interactive settings (Jeyakumar et al., 2020; Samek et al.,
2021). Future work may explore visualizing learned policies and mapping agent
behaviors to human-understandable formats (Aamir et al., 2021).

Ultimately, this research contributes to developing adaptive, real-time, vision-
based game-playing agents and explores the potential for human-Al collaboration in
competitive environments. By showing how self-learned agents can master complex
behaviors, it supports the broader vision of generalizable Al systems that extend beyond
games into dynamic, high-stakes real-world applications (Gallotta et al., 2024; Janiesch
et al., 2021; Shao et al., 2019).

Methods

Research Design

This study implemented a Proximal Policy Optimization (PPO)-based
reinforcement learning (RL) agent to master Street Fighter II: Special Champion Edition
using the OpenAl Gym Retro environment. The methodology is grounded in the Stable
Baselines3 framework, with custom modifications for training stability and performance
optimization. The researchers add further detail to the experimental setup, learning
framework, and evaluation protocols, as shown below.

Phase 3

Action Space and
Phase 2 Observation Design

Phase 1 Action Space and
Observation Design

Figure 1. Project Design of the Proposed System
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Environment Setup

The experimental environment was established using OpenAl Gym Retro, which
provided a stable interface between the reinforcement learning algorithm and the Street
Fighter II game engine. The game ROM was configured to initialize matches in the
“Champion.Level12.RyuVsBison” state, with observations processed as grayscale images
of 84x84 pixels. To capture temporal information, the system maintained a stack of four
consecutive frames that were fed as input to the neural network. The action space was
filtered to remove physically impossible move combinations, reducing the dimensionality
of the action space from 12 to 8 valid actions.

Proximal Policy Optimization

The core learning algorithm implemented was Proximal Policy Optimization (PPO),
chosen for its sample efficiency and training stability. The policy network architecture
consisted of three convolutional layers for feature extraction, followed by two fully
connected layers for policy and value estimation. Hyperparameters were carefully tuned,
with the learning rate initialized at 2.5e-4 and gradually decayed to 2.5e-6 using a linear
scheduler, while the clip range was similarly scheduled from 0.15 to 0.025 to ensure
stable policy updates throughout the training process. This study implemented a
Proximal Policy Optimization (PPO)-based reinforcement learning (RL) agent to master
Street Fighter II: Special Champion Edition using the OpenAl Gym Retro environment.
The methodology is grounded in the Stable Baselines3 framework, with custom
modifications for training stability and performance optimization.

Model Training and Testing

Model Configuration

Training was conducted across 16 parallel environments to improve sample
diversity and reduce wall-clock training time. Each training iteration collected 512 steps
from every environment, resulting in batches of 8,192 steps for policy updates. The
model underwent four (4) epochs of minibatch updates per iteration, with gradient steps
computed using the Adam optimizer. Checkpoints were saved every 500,000
environment steps for progress monitoring and potential training resumption. The
complete training regimen spanned 100 million timesteps, with performance evaluated
periodically against the game’s built-in Al opponents.

Evaluation

Agent performance was evaluated through 1,000 consecutive matches against
the highest-difficulty M. Bison, the game’s final boss character known for aggressive Al
patterns and high damage output. Two quantitative metrics were prioritized: win rate
and average reward points of the model.

Wins vs. Bison

WRgison = ( ) X 100%

Total Matches vs. Bison
Equation 1. Win-rate Formula

N

T;

1 .

AverageReward\ (= NZ (z Rfl))
t=0

i=1

Equation 2. Average Reward Formula

55



Volume 2, Issue 1 Isabela State University Linker:
Journal of Engineering, Computing, and Technology

Results and Discussion
Graph 1 shows the mean reward per episode over time, and it directly tracks the
agent’s performance. A higher mean reward indicates the agent is learning and
succeeding more often. The graph shows a clear upward trend, stabilizing around 0.8,
indicating consistent performance gains and a higher win rate.

rollout/ep_rew_mean oo i

0 ™ M Y M 5M &M ™

Graph 1. Average Reward per Episode

Graph 2 displays the average episode length over time. In fighting games, like
Street Fighter, a shorter episode after training might indicate the agent is efficiently
winning matches. The drop in the graph around 2.5M timesteps coinciding with the
spike in rewards suggests the agent got better at winning fast and more efficiently.

rollout/ep_len_mean B
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Graph 2. Average Episode Length

In Graph 3, it is rising steadily up to around 2.5M timesteps, peaking, and then
gradually decreasing and stabilizing. This is expected in well-behaved PPO training.
Early on, larger policy updates are common, but as the model improves and approaches
optimal behavior, the updates become smaller. The drop after the 3M timesteps could be
linked to the agent achieving good performance and the optimizer taking more cautious
steps. This means that training is progressively fine-tuning the policy instead of wildly
swinging back and forth.
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Graph 3. Approximate KL Divergence

The entropy loss rises (less negative) as training progresses, which seems
counterintuitive because it is usually expected to decrease over time. However, note that
entropy loss is typically a negative value. As it approaches -5 and flattens after around
3M, it suggests the agent’s action choices are stabilizing, focusing more on high-
probability actions. The initial rise in Graph 4 indicates the agent started very random
and then reduced exploration as it learned, which shows a healthy transition from
exploration to exploitation.

train/entropy_loss T 3F H

[] ™ M EY am 5M &M ™

Graph 4. Entropy Loss

Graph 5 measures how well the value function predicts actual returns. A value
close to 1 indicates perfect prediction, while a near O means no correlation. The explained
variance rapidly increases to around 0.5 by 1M, then makes another leap to 0.9+ by 3M
and holds steady. This pattern shows that early in training, the value function improved
quickly and was fine-tuned to consistently explain a large portion of the returns.

train/explained_variance Eoar 3

Graph 5. Explained Variance
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In Graph 6, the value loss starts high, drops quickly, and then has a couple of
spikes around 2M to 3M before settling down. The spikes correlate with significant policy
changes, as seen in Graph 3, which can momentarily destabilize the value estimates.
After 4M, it steadily decreases and flattens at a low, stable value.

train/value_loss 'y

0.0016
0.0014
00012

0001
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Graph 6. Value Loss

Figure 1 and 2 display the game’s Ul and the terminal, where the game logs are
printed. The logs were separated into each round and each action. It logs the reward of
that action, the changes in the player’s or enemy’s health, and the total reward of that
round. At the end of the specific number of matches, it prints the win rate and average
reward of the simulation.

emyHP :

enemyHP:

playerHP: enemyHP:
playerHP: enemyHP:

.528, playerHP: enemyHP:

otal reward: 0.966

: 0.114, playerHP: enemyHP:
: 0.105, playerHP: enemyHP:
: 0.114, playerHP: enemyHP:
: 0.105, playerHP: enemyHP:

playerHP: enemyHP:

Reward: 0.114, playerHP: , enemyHP:

Figure 1. Screenshot of Testing Phase
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CAWindows\system32\cmnd.e: X +  ~

Victory!
Total reward: ©.397U35U378608717

Reward: ©.114, playerHP: 176, enemyHP:
Reward: 0.105, playerHP: 176, enemyHP:
Reward: ©.114, playerHP: 176, enemyHP:
Reward: 8.185, playerHP: 176, enemyHP:
Reward: 0.528, playerHP: 176, enemyHP:
Victory!

Total reward: ©.966

Reward: ©.114, playerHP: enemyHP:
Reward: ©.105, playerHP: enemyHP:
Reward: 0.114, playerHP: enemyHP:
Reward: 0.105, playerHP: enemyHP:
Reward: 8.528, playerHP: enemyHP :
Victory!

Total reward: ©.966

Winning rate: ©.966
Average reward for ppo_ryu_3000000_steps_updated: 0.9868959254U48U7T42

Figure 2. Screenshot of Final Results

After 1,000 matches, the model agent obtained a 96.7% win rate and an average
reward of 0.912, as shown in Graph 7.

Model Performance Metrics

1.0 0.967
0.912

0.8

0.6

Score

0.4

0.2

0.0

Winning Rate Average Reward

Graph 7. Win Rate and Average Reward

Conclusion and Future Works

This study successfully demonstrated the effectiveness of a reinforcement
learning agent using the Proximal Policy Optimization (PPO) algorithm in mastering
Street Fighter II: Special Champion Edition against the highest-difficulty opponent, M.
Bison. The trained agent achieved a remarkable 96.7% win rate and an average reward
of 0.912 after 1,000 consecutive matches. The training metrics supported these results,
with the average reward per episode steadily increasing and stabilizing at a high level,
indicating consistent performance improvements. The decreasing average episode
length suggested the agent not only won more often but did so more efficiently as
training progressed. Furthermore, the trends in approximate KL divergence and entropy
loss confirmed a healthy transition from exploration to exploitation, while explained
variance and value loss patterns indicated increasingly accurate and stable value
function predictions. These findings confirm that reinforcement learning and carefully

59



Volume 2, Issue 1 Isabela State University Linker:
Journal of Engineering, Computing, and Technology

monitored training metrics can produce highly effective agents in fast-paced competitive
environments such as fighting games.

Beyond these technical achievements, the study contributes to the growing field
of reinforcement learning in competitive gaming by demonstrating the viability of PPO
in handling the dynamic, real-time demands of a fighting game environment. Unlike
many RL applications focused on static or turn-based games, this research highlights
the algorithm’s ability to develop adaptive, reward-driven strategies under high-pressure
conditions using only visual inputs. By achieving expert-level performance against a
complex Al opponent, the study provides a strong case for RL’s applicability in
developing intelligent, responsive game agents. This is a foundation for future
advancements in adaptive Al for gameplay enhancement and human-Al interaction in
interactive entertainment and training scenarios.

For future work, several promising directions are proposed to enhance the agent’s
versatility and the scope of the study. One extension involves generalizing the agent to
handle multiple characters and varying opponent strategies to increase adaptability.
Additionally, integrating opponent modeling techniques could enable the agent to
anticipate and counter diverse play styles more effectively. Evaluating the agent against
human players of varying skill levels would also provide valuable insights into its real-
world applicability. Exploring multi-agent reinforcement learning (MARL) setups, where
the agent cooperatively or competitively interacts with other Al-controlled characters,
presents another avenue for advancing strategic decision-making. Refining the reward
function to consider additional gameplay aspects such as combos, defensive strategies,
or flawless victories could further enhance the agent’s tactical depth. Lastly, optimizing
the training environment through parallelization, model compression, or accelerated
simulations would support faster experimentation and more efficient deployment.
Pursuing these future directions would not only strengthen reinforcement learning
applications in gaming but also contribute to Al research in interactive and adversarial
domains.
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